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Purpose: Widen state of the art.

Special math needed for explanations: Probability distributions
Special math needed for results: Probability distributions

Results useful to: Statistically inclined reliability engineers, statisticians

ABSTRACT
.Prediction intervals are extended to a third sampling stage involving
the distribution of the t-th smallest value in a third stage sample which
exceeds the k-th smallest value in the second sample. Procedures and tables
are given for two situations. In the first situation the usual 2-stage pre-
diction interval has been applied, and a third stage is now required. Sample
sizes are given for this problem. 1In the second situation we know in advance

that three stages will be necessary and the factors are given for the required

procedure.




1. INTRODUCTION

In [2] "warranty periods" are given on the future production of m items
from an s-normal population, all m of which meet a criterion which is obtained
from a preliminary sample of size n. In [3] these calculations are extended
so that m-k+l out of the m future production items are to meet the warranty
criterion.

This paper extends these results to a third stage. The secondary pro-
duction (the future production in [2,3]) met the criterion and we are now
required to go into a tertiary stage where {-t+l out of £ additional items
are needed to meet a criterion based on the number in the third stage that
exceed an order statistic from the second stage. That is, we know that at
least m-k+l out of m items produced at the secondary stage were larger
than X - rS (where X and S were based on a sample of size n at the first
stage) and we are required to have £-t+l out of £ items in the third stage
larger than the k-th smallest item out of m in the second stage. The third stage
must be accomplished with an s-confidence of 1-B, i.e.,the probability is
1-8 that {-t+1 items manufactured at the third stage will exceed the k-th
smailest item at the second stage, given the k-th smallest item at the
second stage is larger than X-rS.

We will solve this 3-stage problem for two situations.

Model A: The criterion of [2,3] has been applied successfully. Then
it 1s necessary for additional production to meet the criterion that £-t+l
out of £ items on a third stage are larger than the k-th smallest item of the second
stage. Here we solve for the sample size, %, given the other parameters
of the problem.

Model B: We know in advance that we are going to have three stages

and in this case we solve for the value of r in the criterion
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Pr{Y(k) <2 X -rs < Yooyt =1-8 (1.1)
(]
Assumptions:
1. All observations are from an s-normal distribution with mean u
: and variance 02.
2. The first stage observations are Xl’ xz, vase ,Xn.
3. The second stage observations are Yl, Yz,...,Ym.
; 4., The third stage observations are Zl, 22,...,2[
:J 5. All of the n+m+f observations are s-independent of each other.
E‘ Notation list:
" X is the sample mean of the first stage sample of size n.
sz is the sample variance of the first stage sample of size n, i.e.,
sz § &, 52/ (@-1).
. i=1

_:.: Y (k) is the k-th smallest observation from the second stage sample of
size m.

Z( t) is thé t-th smallest observation from the third stage sample of
- size £. '
:: v(k+j) is the (k+j)~th order statistic frqm a sample of size m + 2 from
;; an s-normal distribution with mean U and variance 02. |
_' 1-B is the s-confidence that {-t+l items manufactured at the third
stage will exceed the k-th smallest item at the second stage, given that
the k-th smallest item at the second stage is larger than ¥ - rs.
E':'_:', 2. THE 3-STAGE JOINT PROBABILITY
. The joint probability can be expressed as
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}

Pr{X - S < Y(k) < Z(t)

t-1

- 1 JHe-1)(mHl=k=3) p (F - ps< v } (2.1)
(m+9.) jzo( j )( u-k ) (k+)
)

That is, the 3-stage joint probability can be expressed as a finite sum

of weighted probabilities computed by the process given in [3].

3. SAMPLE SIZE REQUIRED FOR MODEL A

We assume that the user has conducted the two-stage process as given
by Fertig and Mann [3] and that the product at the second stage has met
the criterion that the k-th order statistic Y (%) is greater than X - rS where
r is obtained from tables in [3]. Now we wish to find the sample size, 2,
required so that Pr{Z(t) > Y Yoy > X-1rs}=1-8.

Since it seems reasonable that the 'same risk be applied to the third stage
as was used on the second stage, we also assume that Pr{Y W > X-rs}=1-8.
Then we wish to find the maximum value of % so that
Pr{X - rs < Yoy < 2l 2 Q- B2,

Table 1 gives the sample size, %, needed at the third stage to satisfy
this inequality for 8 = 0.10, 0.05. A dash indicatesit is impossible to
attain the required value of 8.

The first stage sample size, n, has little effect on the probability
Pr{X - rs < Yoy < Znl

value of £ decreases by at most 3. We therefore printed in Table 1 only

As the sample size n increases from 2 to =, the

the values of £ for n=2 and indicate the amount of decrease in £ between
n=2 and n=® by placing *'s after the entry with the number of *'s indicating
the amount of the decrease, i.e., * indicates 2 decreased by one between

ne2 and n=o, ** {ndicates 2 decreased by two between n=2 and n=, etc.

4. DETERMINATION OF THE FIRST STAGE FACTOR r FOR MODEL B

In the situation considered in this section we assume that we know
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IR . .. . NN -
W P W VAT U UL, g P SR W Yy ©§ B




FRARAAEST P St

TTEET

L BROUI e St St s e Saott Bt Shar Mt Hbs bSO ICIACEL IEI SERENN. Sty ST+ v T e e T e R R LT T e U e T T T TR TR T Paciias
B Pl A e A B S s . B R oo . et . -

we are going to hse three stages before the first stage is completed. That
is, we want to find a value of r similar to the value of r given by the pre-
diction intervals as presented"in [3]. This time, however, we want to
find r such Pr{Y(k) < Z(t) X -1S < Y(k)} =] - B. Table 2 gives some

representative values of r.

5. EXAMPLE

We extend the numerical example given in {3, p. 177]. 1In that example
turbine nozzles made of cast alloy MAR-M 246 cc were to have a constant load
of 25K psi. A group of 50 nozzles was available and 10 of them were ran-
domly selected and life-tested in order to predict the failure time of the
remaining 40. The sample mean and sample standard deviation of the log
failure times for these ,10 nozzles were 3.850 and 0.034, respectively.
An s-normal distribution for the failure times was assumed. For n=10, m-loO,‘ k=5
and 8=0.05, Fertig and Mann [3) found that r=2.37. Hence a 95 percent
lower prediction limit for the time of failure 5 for the remaining 40 nozzles
is exp[3.850 - (2.37)(.034)] = 43.4 hours,

For the problem discussed in Model A of this paper , we need addi-
tional nozzles for the third stage knowing that among the 40 nozzles of

the second stage the fifth failure was after 43.4 hours. Suppose thatwe

want to be 95% sure that the fifth failure time in a third stage sample is
larger than the fifth failure time on the second stage, what is the largest
sample size we can take on the third stage to meet these conditions? From
Table 1 with 8 = 0.05, n = 10, m= 40, k = 5 = t, we £ind £ = 4. - Hence with
a sample of size 14 there is 95% s~confidence that at least 10 out of 14 of
the third stage sample will have a longer life than the fifth failure time

at the second stage.
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For an example using the tables of Model B, we will assume that n =10,
m=2=40, k=2, t=6 and B=.10. From Table 2, we get r =1.6521. Hence
our criterion for the nozzles of Fertig and Mann's [3] example is
exp[3.850-(1.6521)(0.034)] = 44,4 hours. Now there is a 907 s-confidence
that the sixth failure SuL of 40 sampled at the third stage will be greater
than the second failure at the second stage knowing that the second failure
out of 40 sampled at the second stage was above 44.4 hours.
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TABLE 1

..............

Sample Sizes Required for Third Stage (Model A)

8 € m 20 30 40 50 60 70 80
.10 2 5% 7 10% 12% 14 7% 19%
3 10% 14 19% 24% 28% 33%k 38k
4 15% 22% 29% 36% 43%%  50%% ST
5 20% 29 39% 48% 58%%  pBEkEE  7kkk
2 3 5 6 8 10% 11 13%
3 7% 10 13 16 20% 23%  26%
4 10 15 20 25% 30% 35%  40%
5 14 21% 28 34 % 41% 48%% 55k
2 2 4% 5 6 7 9%  10%
3 5 8% 10 13% 15 18%  20%
4 8 12 16% 20% 23 27%  31%
5 11 16 22% 27% 32% 37k 43k
2 2 3 4 5 6 7 8
3 4 6 8 10 12 14 16
4 7 10 13 16 19 22 25
- 5 9 14% 18* 22% 26 31% _ 35%
.05 2 3 5 6 8 9 11 12
3 7 10 14% 17 20 23 27%
4 11 16 22% 27% 32% 37% 42
5 16* 23% 30* 37% L4 51 58
2 2 3 4 5 6 7 9%
3 5 7 10% 12 14 17 19
4 8 12 16* 19 23 27% 30
5 11 17# 22% 27* 32 37 42
2 2 2 3 4 5 6 6
3 4 6 7 9 11 13 15*
4 6 9 12 15 18 21 24%
5 9 13 17 21 25 29 33
2 - 2 3 3 4 5% 5
3 3 5 6 8% 9 11% 12
4 S 8 10 12 15 17 20%
5 8 1 14 18#* 21 26 28¢%
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Factors for obtaining 100(1-8)%

TABLE 2

1 -sided exceedances for containing

at least 2-t+l out of £ additional observations at a third stage given
a first stage sample of size n and a second stage sample of size m(={)
for which at least m-k+l out of m observations were in the prediction

interval (Model B).

K=
20 30

1.3345 1.4595
1.5499 1.3372
1.7550 1.9595
1.3024 2.0150
1.3274 2.0442
1.3418 2.03510
1.3503 2.0713
1.8555 2.0779
1.3503 2.0321
1.8530 2.0349
1.8530 2.0394
1.3535 2.0339
1.8533 2.0377
1.8577 2.0352
1.8571 2.0350
1.8555 2.0339
1.83560 2.0329
1.3595 2.0%.v

k=
20 30

37135 .8333

«9955 1.2417
1.1217 1.3307
1.1853 1.4517
1.2244 1.4934
1.2490 1.5202
1.2659 1.5384
1.2731 1.5513
1.2872 1.5509
1.2943 1.5682
1.3137 1.5873
1.3222 1.5948
1.3268 1.5935
1.3296 1.6005
1.3315 1.5018
1.3328 1.6025
1.3338 1.6031
1.3395 1.6038

1, t= 4
40

1.5343
1.9425
2.0794
2.1422
2.17535
2.1951
2.2071
2.2147
2.2197
2.2230
2,2283
2.2277
2.2253
2.2243
2.2227
2.2214
2.2202
2.2051

2, t= 5
40

<9945
1.3774
1.5233
1.5964
1.6521
1.5313
1.7012
1.7154
1.7253
1.7337
1.7539
1.7514
1.7549
1.7555
1,7575
1.7380
1.7583
1.7359

’B= .10
59

1.5723
2.0113
2.1595
2.2293
2.2371
2.2391

2.3027°

2.3115
2.3174
2.3213
2.3280
2.3275
2,3253
2.3239
2.3221
2.3205
2.3192
2.3931

, 8= .10
59

1.0573
1.4551
1.6275
1.7112
1.76035
1.7924
1.3140
1.38294
1.8408
1.8493
1.8712
1.8792
1.8325
1.8843
1.8351
1.835S
1.8855
1.3309

1.5952
2.0595
2.2203
2.2352
2,.3350
2.3593
2,3755
2.3355
2.3922
2.32357
2.4041%
2.42483
2.4731
2.4011
2.3993
2.3975
2.3952
2.3734

50

1.0935
1.5273
1.5995
1.7335
1.3413
1.3754
1.8987
1.9153
1.9276
1.9358
1.950%
1.9592
1.9723
1.9745
1.9753
1.9755
1.9757

1.9594

71

1.5124
2.023)
2.25%7
2.231157
2.3905
2.,4170
2.4337
2.4443
2.4523
2.4574
2.4571
2.4575
2.4559
2.4540
2,4521
2.45903
2.4533
2,4399

70

1.1275
1.5743
1.7543
1.8435
1.9045
1.9403
1.9557
1.9335
1.9955
2.0055
2.0321
2.0414
2.0454
2.0472
2.0430
2.0433
2.0433
2.0403

39

1.5241
2.1275
2.3742
2.3337
2.4355
2.4533
2.4319
2.4939
2.5922
2.59793
2.5191
2.5209
2.5135
2.5157
2.5143
2.5139
2.5115
2.4918

30

1.1439
1.5117
1.7929)
1.8972
1.95590
1.9943
2.0205
2.0395
2.0534
2.05490
2.0915
2.1015
2.1053
2.1073
2.1035
2.1039
~.109%0
2.1005




TABLE 2

FPactors for obtaining 100(1-B)% l-sided exceedances for containing
at least 2-t+l out of % additional observations at a third stage given
a first stage sample of size n and a second stage sample of size m(=Q)
for which at least m-k+1 out of m observations were in the prediction
interval (Model B).

T v e
7’ B MR
T BN . . . .
- et T,

<=1, = 3, 3= .19

L 29 39 19 59 50 79 39
n |
2 1.3345 1.4595% 1.5343 1.5723 11,5952 1.5124 1.5241
4 1.5499 1.3372 1.9425 2.0113 12,0595 2.09230 2.1275
3 1.7559 1.9595 2.0724 2.1595 2.2203 2.2557 2.3942
3 1.3024 2.9152 2.1422 2,2293 2,.29532 2.3457 2.3237
10 1.3274 2.0442 2.175% 2.2571 2.3353 2.3935 2.435S
12 1.84183 2.0510 2.1951 2.,2391 2.3%93 2.4170 2.4533
14 1.3593 2.0713 2.2071 2.3927 2.3755 2.4337 2.432193
15 1.353% 2.0779 2.2147 2.3115 2.3355 2.4443 2.4939
18 1.3593 2.0321 2.2197 2.3174 2.3922 2.45323 2.5022
20 1.8530 2.0349 2.22392 2,3213 2.3%357 2.45374 2.507)D
32 1.3539 2.0394 2.2233 2.3230 2.4243 2.4571 2.5191
49 1.92535 2.0339 2,2277 2.3275 2.4043 2,4575 2.5250
59 1.353 2.0377 2.2253 2.3253 2.4931 2.4559 2.5185°
29 1.5577 2.0352 2.,2243 2.3239 2.4211 2.454) 2.5157
79 1.3571 2.0350 2,2227 2.3221 2.3993 2.4521 2.5143
3D 1.3555 2.0339 2.,2214 2.3205 2.3975 2.4533 2.5139
90 1.3550 2.0329 2.2202 2.3192 12,3932 2.4533 2.5115
® 1.8595 2.0719 2.2051 2.3031 2.3734 22,4399 2.4215
k= 2, t= 5, B= .10
L 20 39 40 5J 59 79 39
n
2 <3715 .3383 .99%45 1.0573 1.0235 1.1275 1.143D
4 .9955 1.2417 1.3774 1.4554 1.5273 1.5743 1.6117
5 1.1217 1.3%07 1.5233 1.5275 1.5%925 1.7543 1.7930
3 1.1853 1.4517 1.5064 11,7112 1.7335 1.2485 1.3972
10 1.2244 1.4234 1.6521 1.75056 1.8413 1.9945 1.95590
12 1.2490 1.5202 1.6313 1.7924 1.8754 1.9408 1.99%43
14 1.2559 1.53%4 1.7012 1.8140 1.8937 1.9557 2.0205
15 1.2731 1.5513 1.7154 1.823%4 1.9153 1.9335 2.0395
13 1,2372 1.5509 1.7253 1.8408 1.9275 1.9955 2.0534
20 1.2943 1.5582 1.7337 1.8493 1.9353 2.0055 2.0540
30 1.3137 1.5373 1.7539 1.8712 1.9595 12,0321 2.0915
- 40 1.3222 1.5948 1.7514 1.8792 1.9592 2.0414 2.1015
i 50 1.3263 1.5985 1.7549 1.8325 1.9723 2,0454 2.1058
50 1.3295 1.6005 1.7555 1.8343 1.9745 2.0472 2.1073
: 70 1.3315 1.6013 1.7575 1.8351 1.9753 2.0480 2.1035
P 80 1.3328 1.6026 1.75%30 1.8355 1.9755 2.04%3 2.1089
- 90 1.3333 1.5031 1.7533 1.8355 1.9757 2.04%3 2.1090
g @ - 1.3395 1.6038 1.75359 1.8%309 1.9594 2.0408 2.1005
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